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1. Modeling a mixture problem (20 P.)

A company produces different products p ∈ P = {1, 2, ..., P}. The specifications for each
product set both a lower and an upper limit on the amount of ingredient i per unit of
product p. Denote those lower and upper limits as alowp,i and aupp,i, respectively. In order to
produce the products, different raw materials r ∈ R = {1, 2, ..., R} are bought and mixed
in the production process. A unit of raw material r contains br,i units of ingredient i. A
unit of raw material r costs cr. The demand dp for product p is given and has to be met.

(a) Formulate a linear program to determine the cost-minimizing quantities Xr,p for
the production process so that for each product the limits on the ingredients are
respected. (8 P.)

(b) Let a binary variable Yr = 1 if Xr,p > 0 for any product p, i.e., if any positive
quantity of raw material r is bought and used, and Yr = 0 otherwise.

i. Now assume that if raw material 7 is used, raw materials 8 and 11 must be used.
Give the required linear constraint(s) on the variables Yr! (2 P.)
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ii. Now assume that if raw material 15 is not used, both materials 5 and 22 must
not be used. Give the required linear constraint(s) on the variables Yr! (2 P.)

iii. Now assume that if raw material 10 or 13 is used, either material 5 or material
22 must also be used, but not both. Give the required linear constraint(s) on
the variables Yr! (3 P.)

iv. Now assume that if a positive quantity of raw material r is bought, in addition
to the unit cost cr defined above, a fixed order cost fr is incurred. Give the
required additional constraints linking variables Yr to the variables Xr,p and
state the new objective function. (2 P.)

v. Give a set of constraints that link binary variables Wr to the variables Xr,p such
that they force Wr = 0 if any Xr,p > 0, irrespective of the objective function.
(3 P.)
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2. Improvement search: (11 P.)

(a) The following shows the sequence of directions and step sizes employed by an im-
proving search that began at y(0) = (2, 1, 3). Compute the sequence of points visited
by the search. (2 P.)

∆y(1) = (3, 4, 1), λ1 = 3,

∆y(2) = (5, 2, 1), λ2 = 2
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(b) Construct an improving direction from the gradient of each of the given objective
functions at the point indicated. (6 P.)

i. max (w1)
2 + 2w1w

2
2 at point w = (1, 2)

ii. min ln(w1) + 3w2
2 at point w = (1, 200)
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iii. max 2(w1)
2 + w2w4 − 3(w5)

2 at point w = (2, 4, 7, 0, 1)

(c) The following shows for each of the objective functions from (b) a direction ∆w.
Determine by an appropriate gradient test whether this direction improves on the
respective objective function. (3 P.)

i. max (w1)
2 + 2w1w

2
2 at point w = (1, 2) : ∆w = (1,−1)
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ii. min ln(w1) + 3w2
2 at point w = (1, 200) : ∆w = (−2, 3)

iii. max 2(w1)
2 + w2w4 − 3(w5)

2 at point w = (2, 4, 7, 0, 1) :

∆w = (0, 2, 3, 12, 2)
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3. Branch & Bound (14 P.)

The following table shows for a binary maximization problem with decision variables
x1, x2, x3 ∈ {0, 1} for all combinations of fixed and free, i.e., binary-relaxed, variables the
LP relaxation optima x̃ with objective function value ṽ.

x1 x2 x3 x̃ ṽ
# # # (1.00, 0.38, 1.00) 21.000
# # 0 (1.00, 0.88, 0.00) 20.000
# # 1 (0.00, 0.75, 1.00) 21.000
# 0 # (1.00, 0.00, 1.00) 15.000
# 0 0 (1.00, 0.00, 0.00) 6.000
# 0 1 (1.00, 0.00, 1.00) 15.000
# 1 # (0.00, 1.00, 0.50) 20.500
# 1 0 (0.67, 1.00, 0.00) 20.000
# 1 1 Infeasible
0 # # (0.00, 0.75, 1.00) 21.000
0 # 0 (0.00, 1.00, 0.00) 16.000
0 # 1 (0.00, 0.75, 1.00) 21.000
0 0 # (0.00, 0.00, 1.00) 9.000
0 0 0 (0.00, 0.00, 0.00) 0.000
0 0 1 (0.00, 0.00, 1.00) 9.000
0 1 # (0.00, 1.00, 0.50) 20.500
0 1 0 (0.00, 1.00, 0.00) 16.000
0 1 1 Infeasible
1 # # (1.00, 0.38, 1.00) 21.000
1 # 0 (1.00, 0.88, 0.00) 20.000
1 # 1 (1.00, 0.38, 1.00) 21.000
1 0 # (1.00, 0.00, 1.00) 15.000
1 0 0 (1.00, 0.00, 0.00) 6.000
1 0 1 (1.00, 0.00, 1.00) 15.000
1 1 # Infeasible
1 1 0 Infeasible
1 1 1 Infeasible
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Determine the optimal solution of the binary maximization problem by applying the
Branch&Bound Algorithm 12A with the following specifications:

• Perform a depth-first search!

• When selecting between active candidate problems, break ties in favor of xi = 0,
i.e., first create a new candidate by rounding down, and only later by rounding up
(xi = 1).

• Number the candidate problems in the sequence you analyze their relaxations.

• Document in your search tree you draw for each candidate the relaxation outcome,
consequences for lower and upper bounds, and the resulting decision.

• Give the optimal solution and the optimal objective function value.
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4. Optimization Algorithms (15 P.)

(a) Improving Search Algorithm 3A. (4 P.)

i. Which fundamental property must the feasible set of a problem possess such
that the improving search algorithm 3A can be guaranteed to find an optimal
solution if one exits? Why?

ii. Which fundamental property must the objective function of a problem possess
such that the improving search algorithm 3A can be guaranteed to find an
optimal solution if one exists? Why?
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(b) Linear Programming. (11 P.)

i. Explain how in Linear Programming the so-called “reduced cost” c̄j is calculated
during any iteration of the simplex algorithm! (2 P.)

ii. What is the relationship between shadow prices and main constraints being
active/binding or not? (2 P.)
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iii. Explain what a basic solution to a linear program is, how non-basic variables
can be distinguished from basic variables in a basic solution, and how you can
tell whether a basic solution is a feasible basic solution! (3 P.)
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iv. Assume that during a Simplex search for a maximization problem you reached a
feasible basic solution. Which condition must hold if this solution is not optimal?
Assuming that the current solution is not optimal, explain the steps during the
next iteration of the Simplex algorithm! (4 P.)
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