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1. Elements of modeling (10 P.)

Assume that in a cost-minimizing production planning model, the real-valued non-negative
decision variable Xp denotes the production quantity of product p and that cp denotes
the respective unit production cost. Let up denote an upper bound on Xp. Let a binary
variable Yp equal 1 if Xp > 0 for any product p, and 0 otherwise. Denote with fp the fixed
cost which is incurred for any positive production quantity Xp.

(a) Using this notation, give and explain a constraint that forces Yp to equal 1 for any
positive value of Xp for each p ∈ P . Why is it important that we know to be
minimizing cost in our objective function? (3 P.)

(b) Now assume that if product 8 is produced, products 7 and 11 cannot be produced.
Give the required linear constraint(s) on the variables Yp! (2 P.)
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(c) Now assume that if product 8 is not produced, products 7 and 11 must be produced.
Give the required linear constraint(s) on the variables Yp! (2 P.)

(d) Now assume that if product 8 is produced, either products 3 and 10 must be produ-
ced, but not both. Give the required linear constraint(s) on the variables Yp! (3 P.)
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2. Improvement search: (10 P.)

(a) The following shows the sequence of directions and step sizes employed by an im-
proving search that began at y(0) = (2, 3, 1). Compute the sequence of points visited
by the search. (2 P.)

∆y(1) = (3, 5, 2), λ1 = 3,

∆y(2) = (2, 1, 3), λ2 = 2
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(b) Assume we are maximizing the function f(w1, w2) = (w1)
2 + 2w1w

2
2.

i. Construct at point w = (w1, w2) = (2, 2) an improving direction from the gra-
dient of this function. (2 P.)

ii. Determine by an appropriate gradient test whether at point w = (w1, w2) =
(2, 2) the direction ∆w = (−3, 2) improves on the objective function. (2 P.)
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(c) Which fundamental property must the feasible set of a problem possess such that
the improving search algorithm 3A can be guaranteed to find an optimal solution if
one exits? Why? (2 P.)

(d) Which fundamental property must the objective function of a problem possess such
that the improving search algorithm 3A can be guaranteed to find an optimal solution
if one exists? Why? (2 P.)
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3. Branch & Bound (14 P.)

The following table shows for a binary maximization problem with decision variables
x1, x2, x3 ∈ {0, 1} for all combinations of fixed and free, i.e., binary-relaxed, variables the
LP relaxation optima x̃ with objective function value ṽ.

x1 x2 x3 x̃ ṽ
# # # (1.00, 0.50, 1.00) 100.500
# # 0 (1.00, 1.00, 0.00) 69.000
# # 1 (1.00, 0.50, 1.00) 100.500
# 0 # (1.00, 0.00, 1.00) 81.000
# 0 0 (1.00, 0.00, 0.00) 30.000
# 0 1 (1.00, 0.00, 1.00) 81.000
# 1 # (0.33, 1.00, 1.00) 100.000
# 1 0 (1.00, 1.00, 0.00) 69.000
# 1 1 (0.33, 1.00, 1.00) 100.000
0 # # (0.00, 1.00, 1.00) 90.000
0 # 0 (0.00, 1.00, 0.00) 39.000
0 # 1 (0.00, 1.00, 1.00) 90.000
0 0 # (0.00, 0.00, 1.00) 51.000
0 0 0 (0.00, 0.00, 0.00) 0.000
0 0 1 (0.00, 0.00, 1.00) 51.000
0 1 # (0.00, 1.00, 1.00) 90.000
0 1 0 (0.00, 1.00, 0.00) 39.000
0 1 1 (0.00, 1.00, 1.00) 90.000
1 # # (1.00, 0.50, 1.00) 100.500
1 # 0 (1.00, 1.00, 0.00) 69.000
1 # 1 (1.00, 0.50, 1.00) 100.500
1 0 # (1.00, 0.00, 1.00) 81.000
1 0 0 (1.00, 0.00, 0.00) 30.000
1 0 1 (1.00, 0.00, 1.00) 81.000
1 1 # (1.00, 1.00, 0.60) 99.600
1 1 0 (1.00, 1.00, 0.00) 69.000
1 1 1 Infeasible
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Determine the optimal solution of the binary maximization problem by applying the
Branch&Bound Algorithm 12A with the following specifications:

• Perform a depth-first search!

• When selecting between active candidate problems, break ties in favor of xi = 0,
i.e., first create a new candidate by rounding down, and only later by rounding up
(xi = 1).

• Number the candidate problems in the sequence in which you analyze their relaxa-
tions.

• Document in your search tree for each candidate the relaxation outcome, conse-
quences for lower and upper bounds, and the resulting decision.

• Give the optimal solution and the optimal objective function value.
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4. Linear Programming (12 P.)

Consider the following incompletely documented Simplex search.

x1 x2 x3 x4 x5

max c 3 9 0 0 0 b

3 3 1 0 0 18

A 3 -6 0 1 0 6

0 3 0 0 1 12

t=0 N 1 B 2 B

x(0) 3 0 4 6 12 c · x(0) = 0

∆x for x1 5 6 -3 7 0 c̄1 = 3

∆x for x2 0 8 -3 6 -3 c̄2 = 9

– – 18
−(−3)

– 12
−(−3)

9

t=1 N B B B N

x(1) 0 4 6 30 0 c · x(1) = 36

∆x for x1 1 0 -3 -3 0 c̄1 = 3

∆x for x5 0 −1
3

1 -2 1 c̄5 = −3

– – 10 30
−(−3)

– 11

t=2 B B N B N

x(2) 2 12 13 24 0 14

∆x for x3 −1
3

0 1 1 0 c̄3 = −1

∆x for x5
1
3
−1

3
0 -3 1 c̄5 = −2

Your result:

(a) The numbered circles 1 to 14 indicate missing values/entries. Please determine

these values/entries and enter them in the table below. (7 P.)

1 2 3 4 5 6 7

8 9 10 11 12 13 14
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(b) How do you interpret the result of the computation? Why? (2 P.)

(c) What can you say about the optimal value of the dual variable that is related to the
third constraint? (1 P.)

(d) Assume that a linear program has been solved to optimality. Now consider cons-
traint j of that linear program with slack variable sj and dual variable vj. What can
you say about the relationship between those two variables? Explain! (2 P.)
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5. Benders decomposition (8 P.)

(a) Assume that during a Benders decomposition iteration the dual subproblem BD2 in
iteration l = 2 is solved for current value of the single binary variable y(1) = 3 from
the last solution of the partial master problem BM1, leading to the following dual
subproblem:

max 6v1 − 4y(1)v2 + 3y(1)= 6v1 − 4 · 3 · v2 + 3 · 3
(BD2) s.t. v1 − 2v2 ≤ 6

v1 − 3v2 ≤ 5

v1, v2 ≥ 0

Now assume that the optimal solution to that subproblem is (v1, v2) = (8, 1).

i. Give the cut that has to be added to the partial master problem. (2 P.)

ii. Explain what kind of cut it is and which effect it has within the Benders de-
composition approach! (2 P.)
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iii. How is the feasibility of the dual subproblem in a Benders decomposition affected
by the outcome of the last solution to the partial master problem? Why? (2 P.)

iv. When does the Benders algorithm applied to a feasible problem terminate and
how do we determine the complete solution to the underlying primal problem?

(2 P.)
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6. Delayed column generation (6 P.)

(a) What are the potential disadvantages of a direct modeling approach for a mixed-
integer or combinatorial optimization problem (as opposed to a delayed column
generation approach)? (2 P.)

(b) How is the subproblem in a delayed column generation approach affected by the last
solution of the master problem? (1 P.)
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(c) How is the master problem in a delayed column generation approach affected by the
last solution of the subproblem? (1 P.)

(d) Assume a column generation approach is applied to a minimization problem. When
does the algorithm stop? Which important property does the objective function value
of the final master problem possess? (2 P.)
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